ANNEXURE 5.2

5.2 Innovations by the Faculty in Teaching and Learning

Following are the innovative techniques incorporated by the faculty in the teaching and
_learning process:

SI.  Name of the Subject Innovation incorporated in Teaching and Learning |
- No. | Faculty |
1. DrK Digital Signal | Demonstration of complex DSP concepts through {
. Shridhar | Processing simulation using MATLAB. |
2. Dr.K Digital Signal | Interactive contents on topic Fast Fourier
Shridhar Processing Transform.
https://docs.google.com/presentation/d/1WfYMCg
7GBVueFVwJVROS1VEqEAueqKic/edit?usp=drive i
nk&ouid=101099264730601342587&rtpof=true&sd
L 1 | =true ]
3. Dr.Jayashree Multimedia Assignments  for the subject multimedia
D. Mallapur | Communicati communication  handled by the faculty.
on https://classroom.google.com/c/NjQyODQ4Nzg 1Nz
R B Uy/p/NjUwNTIyNjOxNTk3/details |
4. Dr. Internet of Testing models knowledge. |
gagarathna Things https://forms.gle/qGRRW723Q753JAW76
ajur
S. Dr. Image Self evaluation by students after their presentation: |
Vijaylakshmi | Processing as part of assignment !
Jigajinni A rubrics is prepared for evaluating the student
performance after their presentations and they are
made to fill the goggle forms by themselves so that
they can find out by themselves how they
presented the assignment.
6.  Dr. Ashok Computer Power point presentations, Demonstrations of
Sutagundar Networks network equipments in the classes
7. Dr.S.G. Verilog PR ; ; ;
Kambalimath | Programming Website is used for t.eachlng Verilog Programming
as additional material.
http://www.chipverify.com/
8. Dr.S.G. UEC543C: Project-Based Learning (PBL)
Kambalimath | Verilog
\ Programming
' 9. /Dr.S.G. Digital Simulations
Kambalimath | System
Design using
‘ Verilog J
10.| Dr.S. G. UEC543C: Self-Paced Learning |
Kambalimath | Verilog \
Programming ]
11.| Dr. Aircraft TEACHER  FEEDBACK ON CURRICULUM AND
Viiavlakshmi | electronics INFRASTRUCTURE 2023-
S. Jigajinni system 24https://docs.google.com/forms/d/1f107tGDmVF
8Y9-
VN2eKsePlqabgvPqRLrkFVM2XQZ5A/viewform?edit
requested=true
12. Siri'avlakshmi ﬁ.llgiﬁcf:nics Presentation by group of students on topic giv?n.
S. Jigajinni and system The evaluation of the presentation was done using
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the Google spread sheets. Link for the same is as 1

given below.
https://docs.googl spreadsheets/d/1picFe7
: google.com/sp & o oxM/edit?u

E9s3TGEIK fuCeeYIm31PJFrczwkxwtm

\]L/-\ircra ft sp=drivesdk
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Fast Fourier Transform (FFT)

Algorithms
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Relation to the z-transform
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The DFT, X(k) represents N equally spaced samples of
z-transform X(z), on the circumference of unit circle.

Dr. K. Shridhar

Relation to the DTFT
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Divide & Conquer Methog

Decimeztion-

lm nt Computational Requirements

compuiations should be linear
guadratic function of N.

f e § 4 lalalisgiaiBis~slola { i
Viost of the co nputgtions can be eliminated using the
mmetry  znd  periodicity  properties of Twiddle

rhkn rk(n+N) _ 7 (k+N)n
Wi =wrer =

rkn+ N2 __ 7 ki
WEN

in-time FFT Algorithm: DIT-FFT Algorithm
Decimation-in-freguency FFT Algorithm: DIF-FFT Algarithm

Radix-2 FFT Algorithms
(DIT-FFT Algorithm)

Let N=2Y, then we choose M=2 and L=N/2 and divide x(n) into
two N/2-point sequence.

S

Above step is repeated. At each stage the sequences ae
decimated and the smaller DFTs are combmned  Ths
decimation ends after v stages

The resulting procedure is called Decimation-in-Time £+

(DIF-FET) algorithm, for which the total number of complex
multiplications is: C=Nv= Nog.N,

Using additional symmeties: Cg=Nv= N2 og N




Radix-2 FFT Algorithms
(DIF-FFT Algorithm)

1 =2 M=N/D anA ¢
2. M=N"2 and follow the steps of DIT-FFT
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Since N is an even integer. we can consider
computing X(k) by separating x(n) into two N/2-point
sequences consisting of the even-indexed points and
odd-indexed points in x(n) Mathematically X(k) is

given by
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» Separating x(n) into even-numbered and odd-
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But we Know that W, 2 = Wi,

As a resy SV e
Lresult previoys equation (2 4) can be written as

The computational flow or the signal flow in computing X(k)

according to Eq. (2.5) for an 8-point sequence, i.e. N=8 is shown in

Figure below
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SET m o= 8

In-place Computations

- In view of Figure (2.4), the Figure (2.3) gives the
complete computational flow graph for the N-
point computation of DFT of N-point sequence,
for N=8.

- An interesting by-product of this derivation is
that, this flow graph, in addition to describing
efficient procedure for computing the DFT, also
suggests a useful way of storing the original data
and storing the results of the computation in the

intermediate arrays.

For N=8, N/4-point DFT becomes 2-point DFT. The 2-
point DFT of, for example, x(0) and x(4) is depicted in

Figure (2.4).
x(0) \\ —»—7,;:
. - -~
.
x(4) . R
Wl Wo

Figure 2 4: Flow graph of a two-peint DFT (for N = 8)
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So the eguations (2.8) becomeé
iy = Xmlp)+WH- (e)

N

g = Xalp}— WEXa(D) (2.9)
Eguations (2.9) are represented in the flow graph of
Figure (2.6)-
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The equations represented by this flow graph are

Xmir(p) = Xamlr) + WEXalD)
Yool [ RNRTIAS S SNP) ;
i) ap) F Wy T Xal1) (2.8)

Recause of the appearance of the flow graph of Figure
(2.5). this computation is referred as a butterfly
computation

Fquations (2.8) suggest a means of reducing the

number of complex multiplications by a factor of 2. To
see this we note that

“7’ s 4 jor
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Combining the observations in Figures (2.6), (2.5{L (2.4) and .
(2.3), the efficient FFT algorithm in the compgtaugnal ﬂozw_“gr:% N
représemation for N=8is obtained as shown in Figure 2.7-
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Decimation-in—Frequency FFT
Algorithm

* The degimatian i +
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) ased upon decomposition of the DF T
mputation over X(k S~~~ power of 2 e.
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last half of points so that )
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+ Separating k-even and k-odd, i.e. k=2r and k=2r+1, representing the
even numbered points and the odd-numbered points, respectively,

so that
¥
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Thus on the basis of Equations (2.11) and (2.12) with

and

The DFT can be computed by first forming the sequences g(n)
and h(n), then computing h(n)Wy", and finally computing the N/2-
point DFTs of these two sequences to obtain the even-numbered
output points and odd-numbered output points, respectively.

The procedure suggested by Egs. (2.11) and (2.12) is
illustrated through signal flow graph for the case of 8-
point DFT in Figure (2.8).
— |

Sigure 2.8: Flow graph of the decimation-in-frequency decompostion of an N-point comr
putation inte two ¥ _point DFT computations, for N=38




Pm§eeQing.in a manner similar to that foliowed in deriving the
decnn1§t|on-|n»t|n1e algorithm, the final signal flow graph for
computation is shown in Fiaure (2.9)

the decimetion in frequenc decompogiiion of

+ By counting the arithmetic operations in Figure (2.9), and
generalizing. we see {hat the computation of Figure (2.9)
requires N/2log,N complex multiplications and Nlog,N
complex additions Thus the total computation is the
same for decimation-in-frequency and decimation-in-time
algorithms

. Similar to decimation-in-time algorithm the computational
flow graph shown in Figure (2 9) will indicate the in-place
computation capability of decimation-in-frequency
algorithm

« Figure (2 9)is the transpose of Figure (2.7)

Decimation-In-Time FFT Algorithms

Makes use o both symmetny anc periodicity

Consider specia case of N ar ntege’ power of 2
- Separate xin nto two seguence of iength N/2

—  Ever indexec samples I the firs! sequence

- Ooc indexec samples Im the otne’ sequence

N N [
X‘Kj - X x]nje * wer — S xnje 07 men LS x[nle 327 /Nkn
% "o oac

. Supstiute vanables n=2r for n even and n=2r+1 for odd
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= Txzwy, - W S x[2r - W,

- Gk - Wil
+ Gl anc HK] are the N/Z-point DFT ¢ of each supsequence

. 8-point DFT example using
decimation-in-time
< Two N/2-point DFTs
— 2(N/2)2 complex multiplications
— 2(N/2)? complex additions
. Combining the DFT outputs
— N complex multiplications
— N complex additions
. Total complexity
— N2/2+N complex multiplications
— N2/2+N complex additions
— More efficient than direct DFT A EUIPU i e !
. Repeat same process " foev | S
_ Divide N/2-point DFTs into : S h
— Two N/4-point DFTs INE i
— Combine outputs




Deamatnon In-Time FFT Algorithm

1 o
w graph for 8-point decimation in time
Complexity
Mlog,M complay muttiplications and additions

Butterfly Computatlon

. Flow graph constitutes of butterflies

- e

. We can implement each butterfly with one multiplication

sluge

. Final camplemy for decimation-in-time FFT

—  (N/2)log,N compiex multiplications and additions

In-Place Computation

. Decimation-in-time flow graphs require two sets of registers

— Input and output for each stage

. Note the arrangement of the input indices

_ Bit reversed indexing

X,[0] = x[0] &> X ,[000] = x[000]
X [1] x[4 ]e—) X [001]— x[1
o2]=

[3] x[6 ex[on] x[11o]
[] X[ X,[100] = x[001]
1= x[10]

X 2
"Q"
—_—
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r—|'—-—|
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Decimation-In-Frequency FFT Algorithm

Einal faw ‘A
A arapt 8 paint dacimation in fraquancy

Computational efficiency of an N-Point FFT:

- DFT N- Complex Multiplications
_ FFT (N72) log,(N Complex Multiplications
N DFT FFT FFT
266 66,636 1,024 64:1
512 262,144 2,304 1141
umf 777-‘.042,575 6120 | ;06 :71 o
2,048 4,154,304 11,264 a 372:1 o
4,09 175,7777,21; | 24,676 663 : 1
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FFTvs. DFT Bit Reversal
The FFT is simply an algorithm for efficiently calculating the ;
DFT M Decimal Number 0 1 12 3 4 S 8 7

B Binary Equivalent: 000 001 1 ¢40 014 10C 101 110 it

M Bit-Reversed Binary : 000 100 010 110 204 104
B Decimal Equivalent : 0 4 2 [ ] 5 3

«The bit reversal algorithm used to perform the re-ordering of signals.
«The decimal index, n, is converted to its binary equivalent.

+The binary bits are then placed in reverse order, and converted back to a
decimal number.

«Bit reversing is often performed in DSP hardware in the data address
generator (DAG).
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“Aradix-4 FFT combines two stages of a radix-2
FFT into onc, so that half as many stages are
required

*The radix-4 butterfly is conscquently larger and
more complicated than a radi-2 butterfly.

“N/4 butterflics are used in cach of ( log.N)2

stages. which is one quarter the number of
butterflies in a radix-2 FFT

“Addsessing of data and twiddle factors is more
complex, a radix-4 FFT requires fewer
calculations than a radix-2 FFT

“It can compute a radix-4 FFT significantly faster
tian a radix-2 FFT

Inverse Discrete Fourier
Transform (IDFT)

The inverse discrete Fourier transform (IDFT) is given by

1 N-1
i(n) == 3 X(kWwghn
N k=q

o n=01... N—-1

which is structurally similar to DFT,

N-1
X(k) =37 afn)ivir |

n=q

- 4

=01 N =

The change we notice isin the multiplication factor 1N} and
replacement of W o by W* and the interchange of signals
x(n) and X(k) in the expressions and the index for summation.

IDIRIEAY
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* Thusin Figure (2.7) and (2.9), if we exercise
the above changes, the changed signal flow
graphs will become algorithms for IDFT and
referred as IFFT algorithms.

—

Example

* Using decimation-in-time FFT algorithm compute
DFT of the sequence
{(1-1-1-11111)
* Solution: Twiddle factors are

Wa — % 9% _ 707 70,707
Wy =

Wi = 0.707 — ;0.707

wp = 71

Wi = —0.707 - j0.707

Solution and signal flow graph of the example
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Fast Fourier Transform (FFT)

Algorithms
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Relation to the DTFT
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DET is ohtained by o1 fora}: sampling the UTET at »y ntervals
the frequency domain, 1is called

He s the migimun [requency Gyt
[ Sumatler the value better

The interval v, 1s e campling snrervid in
[requoncy resolution be
which we can have

cause 1LLE w of
information about the signa

the resofution.

) on the circumference of

. When we sample X(z
odic sequence in 1<

unit circle, we obtain a peri
time domain.

. This sequence is @ linear combination of the
original  x(n) and its infinite replicas, gach
shifted by multiples of N or =N samples.

« If x(n)=0 for n<0 and n>=N, then there will be
no overlap or aliasing in the time domain.
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> the signall only additional zeros

Srovides 2 hoter
aroviges & del

N

2
2

esofution spectiu

m. we need more data.

e the informatio

Divide & Conquer Method

st lssle ~F
Jid namoer Ui
Climmtimm raiiy
— vitla

lmportant Computational Requirements

computations should he linear
er than guadratic function of N.

. !‘f’-»~ r‘~r; comn

olo}; Faa ns can be eliminated using the
symmetry and peri ﬂy properties  of Twiddle
Factors

”rl.‘ﬂ — I/Vuﬂ, N) W(lnN)n
N
u;:w«»?\'/Z — "W 'n
Decimati

on-in-time FET Algorithm: DIT-FFT Algorithm
vecimation-in-frequency FFT Algorithm: DIF-FFT Algorithim

Radix-2 FFT Algorithms
(DIT-FFT Algorithm)

» Let N=2v, then we choose M=
two N/2-point sequence.

+ Above step is repeated. At

decimation ends after v smm N

ation-in-1
l)lf -+ l 1) J\) ywithim, Yol whd\ tht‘ (ot \ mm‘\ex
multiplications is: C,=Nv= N*log N,

« Using additional symmetiies Cy=Nv= N/2%og-N




Radix-2 FFT Algorithms
(DIF-FFT Algorithm)

i follow the steps of DIT-FFT

] =7 RA--NI ;
hoose L=2. M=N/2 and

oh is transposed structure of the

« To reduce computational complexity and increase
4~

Merits of Radix-2 FFT Algorithms

efficiency, it is necessary I

computational
decompose N point DFT computation into
successively smaller (N/2, N/4, N/g, N/16 .. ...

DFT computations. In this process we have to
exploit both symmetry and periodicity property of

complex exponentials

o k(n+N) __ (k+N)n
WN - WN - WN

m+N/2 _ kn
WV - gk

Decimation-in-time FFT Algorithm

« The principle of decimation-in-time  is  most
conveniently illustrated by considering the special

case of Let N = An integer power of 2. N=2¥

« Since N is an even integer. we can consider

computing X(k) by separating x(n) into two N/2-point
sequences consisting of the even-indexed points and
odd-indexed points in x(n). Mathematically X(k) is

given by

L
Xty = 5:115‘«{":", Y AT

.-

Separating x(n) into even-numbered and oda-
numbered points, we get new expression for

X(K)
X = 5 st 4 Y st
Revin nadd

Now substitute n=2r for an even and n=2r+1 for

odd indexed samples

Fa ¥
St e Y e eyt
i o)

N(4)

)} ¥
SR UL SR SRRSO Q)
o

-

ret
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A v\t 5 i \ N
tach of ¢ N recognized as an Nj2-
point D L Oonly e computed for k = g to
Y < 1 ave G and MK Since

t 37 ) Since each Gik) and HK) are
nodic in K with Renad Nz further they can be decomposed
t paint §._This process should be continued it

AN

The computational flov, or the si
according to E
Figure below.

gnal flow in computing X(k)
-(2.5) for an 8-point sequence, i.e. N=8 is shown in
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Fizure 2.1 Flow graph of

the decimation-in-time deco mpasit)
DFT inte £.paint DPT

anofan N (A

—
€

rurther Glk) and H(k) in equation (2.5)
can be computed as indicated in the
next slide

§-
Sy - T L

&
M 1y
~ S % i
=T el T gy e
- 3 -2 ¥
2oy L3N
- ¥ st W }_ R+ {28
1= da
On the same lines
i i AN « )
F{EY = N R(0ivee WE N h ‘A\,ut,l :
i< ' <

Where g(r)=x(2r) and h{r)=h(2r+1)




Ts in Figure (&
\§ the 4-poit DFTs in Tig

v N = N those
ons (2.8) and (2.7). then Mose
ons (<.

\ ) 2y drawn - N
: Lo t that Wy, = (W)
S indjeate ! e ed the fac N/2
out as indicated W (2.3). We have us = R
- - 7.
| N e e i
=2 2- - 7
\ ‘\ - 4y T v W’, s
o - N e \ . ‘ PN Lo wens
N N » _ . - = -
- \ \ wy B proint o5 L e
\ » () T = L -
\ S
) ‘ THR v ,» -’}1 x4y
\\ \ U M it i oy
\ A b W, / 2, %
AN xSy = DFT - -z b
N i W . @/, ‘ -
- » > S o >
S I ST ) - e ) o> . 3
= oL - - e 3 - :17'-“"'! \,\,,i ;/,._., :1 o
Fse) . [STEe - v 2 wr
1t ; 5 1) into F1 graph of Tigure
Figure 2.3: Result of substitution of flow graph of Figure (2.1) into Flow graph o
(2.1).
Rgure oW granh dechoationdn-time decompasition of an ?—p:-'mt DFT into
X = A =%

. are computed according o

computations  would be

below

Inserting the computation
graph of Figure (2.1), we o

indicated in Figure (2.2) into the ﬂpwe
btain the complete flow graph of Figur

In-place Computations

In view of Figure (2.4), the Figure (2.3) gives the

complete computational flow

graph for the N-

point computation of DFT of N-point sequence,

for N=8.

* An interesting by-product of this derivation is
that, this flow graph, in addition to describing
efficient procedure for computing the DFT, also
suggests a useful way of storing the original data
and storing the results of the computation in the

intermediate arrays.

For N=8, N/4-point DFT becomes 2-point DFT. The 2-
point DFT of, for example, x(0) and x(4) is depicted in

U Q————— —

a(d)

Pigure 2 4 Flow

Figure (2.4).

QO
“\4 \\\

Wem WS

graph at a two-point DET (for N = Q)




We shall denote the sequence of complex numbers resulting from
the m™ stage of computation as X, (), where 1=0,1,. N-1, and
m=12. forming an input to the (m+1)* stage and producing an
output X, (1) as the output from the (m+ 1) stage of computations,
it can be seen that the basic computation in flow graph of Figure

(23)

N8 AN Q)

n
N
\\\

low graph of basic butterfiv computation in Figure (2.3)

.
%
1
]
()
o
bt

The equations represented by this flow graph are

Xm1 (P) Xm(f"; + W;;Xm(q)

Xout 1(4)

I

Xnle) + W3 7 Xl0) (2.8)
Because of the appearance of the flow graph of Figure

(2.5), this computation is referred as a butterfly
computation.

Equations (2.8) suggest a means of reducing the

number of complex multiplications by a factor of 2. To
see this we note that
Wi =7 == 1

So the equations (2.8) become
Xeaar) = Xnlp)+ WiXa(e)

Xms:lg) = Xelp) — WHXn(g) (2.9)
Eguations (2.9) are represented in the flow graph of
Figure (2.6).

X (p)
WP e X
AN 4 "
AN e
\\“ //
\</
RN
y N
R // .
X (@) i~ 3 X
L - el
11} -
w! !

Figure 2.6 Flow graph of simplified butterfiv computetion requiring onlv cne complex
multiplication

Combining the observations in Figures (2.6), (2.5), (2.4) and
(2.3), the efficient FFT algorithm in the computational flow graph
repre‘sentation for N=8 is obtained as shown in Figure (2.7). The
algorithm requires N/2log,N complex multiplications and N log,

Stage |

e < SN N\ /7 ©
XX

- s
) / w A wi / - \ e
Pl L = L "

xen
)

Figure 2 7: Complete flow graph of butterfiy computation to compute 3-peint DFT




Decimation-in-Frequency FFT
Algorithm

+ The decimation-in-time FF1 la\gorithms were all
based upon the decomposition of the DFT
computation by forming smaller and smaller
subsequences

Alternatively decimation-in-freg‘uency FET algorithms
are all based upon decomposition of the I:U
computation over X(k' ©~ “"ﬂ power of 21 e

N =279

we divide the input sequence into first half and the
last half of points 50 that

1

N-1
) QIR = 0,1,... N~ 1
XY= 3 o)W+ 3 2(m)WE '
ne ¥
ny )
g i N
) = 5 alWg Y b g
ned e
g N. 2 ke 2109
I+ D) a4 SRS atnce, 17T = (1) (210)

i - i.e. k=2r and k=2r+1, representing the
Separating k-even and k-odd, i.e ' i
ev;n numbered points and the odd-numbered points, respectively,

so that
g N . N .
S 2(n) -0,1,...,=— -1 {211
X)) = Y |z(n) +2n + ;)I)]H ,;' ) r =0, 3 )
nel
b N N P
s NWwnwE r=0,1,...,— -1 {212)
X(41) = ?;(!(")—:(Mg)]" wW 7

Thus on the basis of Equations (2.11) and (2.12) with

N . N
gln) =zx(n) + 1{n + =)
and

5
Bln) = r(n) - I{n+ -,)—,
The DFT can be computed by first forming the sequences g(n)
and h(n), then computing h(n

JW,.", and finally computing the N/2-
point DFTs of these two Sequernces to obtain the even-numbered

output points and odd-numbered output points, respectively.

The procedure suggested by Egs. (2.11) and (2.12)is
illustrated through signal flow graph for the case of 8-

point DFT in Figure (2.8).
N o~ + o« NX(O;
d rm s
- DFY 1 e Nia
— 1
|

w o .

L e
Y. orr .

Figure 28 Flow graph of the dechmation in- trequency decorupagte
putation into two ¥ pojur DET computations, tor N = 8




proceed'"g ina manner sim;

Jecmalion-in-time algoritm lar to that followed in deriving the

the final signal flow graph for

Comoutation IS shown in i
o ——— in Fiaure (2 9)
T ——— —
- S, TV
. - \
~

- LI
~ - .y
- >~ LN
~_ - “
- AU

V“‘\\ rsr'» <4 ._ s,
%ol the decimati oy 4y frachenc

\ 2
veccpesition of an R point DE'L

+ By counting the arithmetic operations in Figure (2.9), and
generalizing, we see that the computation of Figure (2.9)
requires N/2log,N complex multiplications and Nlog,N
complex additions. Thus the total computation is the
same for decimation-in-frequency and decimation-in-time
algorithms

+ Similar to decimation-in-time algorithm the computational

flow graph shown in Figure (2 9) will indicate the in-place
computation capability of decimation-in-frequency
algorithm

* Figure (2.9) is the transpose of Figure (2.7)

Decimation-In-Time FFT Algorithms

Makes use of botn symmetry and perogicty
Consiger specia case of N ar integer power of 2
Separate X[n] nic wo sequence of iength N2

—  Ever incexec sampies In the first sequence

- Dad indexed sampies IN the olne’ sequence

Nkn

N 1 . N .
Xk =S xnje = "= 3 xinje NS Anje
= vt Fe
Supstitute vanables n=21 for r even anc n=2r+" for 0dc
] = S x2rw + < ze - W

s RS I AR T
- GlkJ- wiHlk]

Glk] and H[K] are the N/Z-pont DF T e of each SUDBEQUENCE

I———

Decimation In Time
' - r_—w -
8-point DFT example using N .

decimation-in-time RN L.
Two N/2-point DFTs [ |
— 2(N/2)? complex multiplications k-
— 2(N/2)? complex additions -
Combining the DFT outputs X ‘
— N complex multiplications . b
~ N complex additions
Total complexity
— N#/2+N complex multplicatons
~ N/2+N complex additions
More efficient than direct OFT
Repeat same process
Divide N/2-paint DETs into
Two N/A4-paint DFTs
Combine oulputs




Decimation In Time Cont'd

o S 10N i time.

Decimation-In-Time FFT Algorithm

. Final flow graph for 8 point decimation in time

+  Complexity

- Nlog,N P ipli and i

- Flow graph constitutes of butterfiies

Butterfly Computation

” -
A

mih
//

~

«  We can implement each butterfly with one multiplication

s

- Final complexity for decimation-in-time FFT

— (N2)log;N complex multiplications and additions

In-Place Computation

+ Decimation-in-time flow graphs require two sets of registers
— Input and output for each stage

+ Note the arrangement of the input indices
— Bit reversed indexing

%,l0] = x[0] © X,[000] = x|o00}
X (1] = x[4] © X |001] = {100}
X [2] = x2] ©> X,|010) = x|010)
X3 - X6 > X [o11] = x|110)
X,[4] = x[t] e X [100) = x|o01)
%,[5] = X5 © X101} = x|101}
X,16] = X3) > X, [110)= x{p11)
X [7) = x(7) e X lr1) = )




pecimation-In-Frequency FFT

Algorithm

I al equation

\[k] x[n]W,;‘

R 0‘ equation mto even and odd hequpn y indeve:
. C €
X n " AN
[2r} ¥ xm]w u x(n]W“” "
o *” .ra"ab!ec to get
o x x (nwg S
vl & DI URRL VR

no

. simiarh for oda-numberec frequencies

1
' SN_ }<[n]W,',‘”

N2
N (xn] « xIn + N/ 21N

no

E - N21
X[2r - 1] - :(X["l] X[+ N/2DwWe

Decimation-In-Frequency FFT Algorithm

Final flow graph for 8-point decimation in frequency

o

e

FFT vs. DFT

. The FFT is simply an algorithm for efficiently calculating the

DFT

. Computational effi cuency of an N-Point FFT:

Complex Multiplications

- DFT:
- FFT: (N2) logA{N; Complex Multiplications
N OFT FFT FFT
256 - 6£,636 ] 1,024 64:1
It R I
612 262 144 2,304 114:1
;,0;4 T 7 1,048,676 V €120 1 2061
2,048 T 7’1:54’464 1 ]:,2’;’ l 372 1 i
4,096 ‘ 1€.777,21€ ‘ 24676 6831

Bit Reversal

¥ Decimal Number : 0 1',2 1 4 s 8

i SO S - +

® Binary Equivalent : ooo 001 | c1o 011 |oc 124 10 N

B Bit-Reversed Binary © 000 100 010 110 01 SR
B Decimal Ecuivalent: 0 4 2 [ A 5 3 7

«The bit reversal algorithm used to perform the re-ordering of signals.

+The decimal index, n, is converted to its binary equivalent.

+The binary bits are then placed in reverse order, and converted back to a

decimal number.
“Bit reversing is often performed in DSP hardware in the data address

generator (DAG).
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Example

Using decimation-in time FFT algorithm compute

DFT of the gequence
g1 111 11}

+ Thus in Faure (> 7)and (2 0) if we exercise {1
the above changes. the changed signal flow + Solution rwiddle factors are
\ graphs will hecome algorithms for IDFT and y - o et 7 40.707
\ eferred as |IFf T algorithms
’ e 1
Wa 0.70 40.70
wi - 3l
40,707

he example

|
Solution and signal flow graph of t
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)BA21EC124, 2BA21EC125, 2BA21ECO77,
JBA21EC003, 2BA21EC004, 2BA21ECO007,
JBA21ECO12, 2BA21EC014, 2BA21ECO18,
OBA21EC019, 2BA21EC026.
2BA21EC027, 2BA21EC029, 2BA21EC030,
2BA21EC033, 2BA21EC034, 2BA21EC036,
2BA21EC039, 2BA21EC042, 2BA21ECO44,
JBA21EC046, 2BA21EC047, 2BA21ECOS1,
JBA21EC052, 2BA21EC053, 2BA21ECOS0.
OBA21EC059, 2BA21EC061, 2BA21EC062,
2BA21EC063, 2BA21EC067, 2BA21EC068,
2BA21EC070, 2BA21ECO71.
2BA21EC072, 2BA21ECO74,
JBA21EC080, 2BA21EC118, 2BA21EC120,
JBA21EC123, 2BA21EC126, 2BA21EC127,
IBA21EC128, 2BA21EC129, 2BA22EC404,
| | 2BA22ECA402, 2BA22EC400, 2BA22EC401,
| | 2BA22EC405, 2BA22EC406, 2BA22EC403, \

2BA22EC409, 2BA22EC407, 2BA22EC410,
| OBA22EC408, 2BA22EC411.

3.
to

| 04:00PM
|

.

" 0200PM

4. Thursday | 14/11/2024

to

| 04:00 PM

15/11/2024 0200PM

Friday

to

‘-

4 o s =

' 04:00 PM

>

"~ 12:15PM |

F .

OBA21EC076, )

]
.

76."‘755{&}85\7 ‘ 16/11/2024
| To

| 02:15PM

LARAYe
< <




SI.No.
1.

Day
Monday

‘ Tuesday

Date
1 04/11/2024

| 05/11/2024

SHRI. B. V. V. SANGHA’S
BASAVESHWAR ENGINEERING COLLEGE, BAGALKOTE — 587 102.

DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING.
B. E. Vil - SEMESTER MULTIMEDIA COMMUNICATIONS ASSIGNMENT— I |

' OBA21ECO01,
DBA21ECO06,
DBA2TECOTT,
DBA21ECO10,
BA21ECO21,
DRA21EC024,
DBA21ECO3 1.
DBA21EC037.
DBA2TECO40.
DBA21ECO48,
DBA21EC054,
2BA21EC058,
2BA21EC065,

U.S. No.

2BA21ECO02,
2BA21ECO0S8,
2BA2TECO13,
2JBA2TECO17,
2BA21TECO22,
2BA2TECO25,
JBA21EC032,
2BA2TECO38.
2BA21TECO43,
2BA21EC049,
2BA21ECO055,
2BA21EC060,
2BA21ECO066,

OBA21EC005,
2BA21EC000,
OBA21ECO15,
2BA21ECO20),
2BA21ECO23,
DBA21ECO2S,
OBA21ECO35,

2BA21EC045,
2BA21ECO50,
2BA21ECO57,
2BA21ECO6H4,
2BA21EC069,

 Wednsday 06/11/2024 |

2BA21ECO073, 2BA21ECO075,

2BA21EC087, 2BA21ECO088.

2BA21EC090, 2BA21EC093, 2BA21EC096,
| 2BA21ECO081, 2BA21EC083, 2BA21EC084,
’2BA21ECOS6 2BA21EC089, 2BA21EC091,
;2BA21ECO92 2BA21EC094, 2BA21EC095,
2BA21EC097, 2BA21EC098, 2BA21EC099,
2BA21EC102, 2BA21EC108, 2BA21EC110,
2BA21EC111, 2BA21EC112, 2BA21EC113,

2BA21EC115.

2BA21ECO78,
2BA21EC079, 2BA21EC082, 2BA21EC0S85,

Time ‘

! 0200 PM
{
to |

| 04:00 PM

{

0200 PM
to

04:00 PM

I
| 0200 PM

to

04:00 PM

Thursday

07/11/2024

2BA21EC100, 2BA21EC101, 2BA21EC103,
2BA21EC104, ZBAQIECIOS 2BA21EC106,
2BA21EC107, 2BA21EC109, 2BA21EC114,
2BA21EC117, 2BA21EC119, 2BA21EC121,
2BA21ECI124, 2BA21EC125, 2BA21ECO77
2BA21ECO003, 2BA21EC004, 2BA21EC007,
2BA21ECO012, 2BA21EC014, 2BA21ECO018,

2BA21ECO019, 2BA21EC026.

0200 PM
to

04:00 PM

Friday

6.

| Saturday
|

+— _—

/‘ 09/11/2024

08/11/2024 /

2BA22EC405, 2BA22EC406, 28A22EC403
2BA22EC409, 2BA22EC407, 2BA22EC410,
2BA22EC408, 2BA22EC411.

2BA21EC027, 2BA21EC029, 2BA21EC030,

2BA21EC033, 2BA21EC034, 2BA2 1ECO036,

2BA21EC039, 2BA21EC042, 2BA21EC044,

2BA21EC046, 2BA21EC047, 2BA21ECO051,

| 2BA21EC052, 2BA21EC053, 2BA21EC056,

ZBAQ 1EC059, 2BA21EC061, 2BA21EC062,
QBAQ 1EC063, 2BA21EC067, 2BA2 1ECO068,
2BA21ECO070, 2BA21 ECO071.

2BA21EC080, 2BA21EC118, 2BA21EC120,
2BA21EC123, 2BA21EC126, 2BA21EC127,
2BA21EC128, 2BA21EC129, QBA22EC404
2BA22EC402, 2BA22EC400, 2BA22EC401,

28A2]FCO72 213A21EC074 QBA’)IECO/6

0200 PM
to

- 04:00 PM
i

To

12:15PM

02:15PM |



SHRI. B. V. V. SANGHA’S

BASAV
ESHWAR ENGINEERING COLLEGE, BAGALKOTE =587 102.

DEPART
MENT OF ELECTRONICS AND COMMUNICATIOY
N5 ASSIGNM

" a e

 pes ST U . S

B.E. VI
. . —SEMES
e Dav | TER MULTIMEDIA COMMUNICATIO -
Ll—ﬂ_ y Date U. 5. No. o
L O x —n5. | 020
| “‘Monday 11/11/2024 2BA21ECOOT, HBALTECO02 "”’\/”‘.’(v:);;d.
| HRA2 TECO00. HRA2 1ECO08 /"“A)”‘f(‘()l o
| RA21ECO1 T, 2BA2 cols, /'W\)”'.'(w)/'o" 04:00 PM
SRA21ECOT0, 221 co17, 2BA21ECE '
Y BA2TECO2 T HBA21EC022 BAZIE f); .
’li\,‘ll*(‘l)"/l. ,?H/\,’Il 02 ,’H/\Zlf‘,( (’ ”
SBA21ECO3T, SRA21EC032 HBA2 1ECO2?
JRA2 TEC037, JBA21ECO3 - T
— - C o 1EC045, | 0%
5. Tuesday 12/11/2024 | 2BAZIER 040, HBA21EC043 2BA2 ek
SBA21EC048, HBA21EC049 JBA%]E&@# to
JBA21EC054, SBA21EC055, SBA21ECO '
SRA21EC058, SBA21EC060, HBA21EC06% 04:00 PM
JBA21EC065, - BA21EC006. A21EC069
SBA21ECO73, LFC075, 2BA2] ECO78
| SBA21EC079; A21EC082, A21EC085
- JBA21EC087. 2 CO0 oM
3 Wednsday 13/11/2024 2BA21EC090; 6 |
5BA21EC081, 2B 21EC083, A21ECO8 .
SBA21EC086, 21EC089, 21EC091
21EC094, 21EC095, | 04:00 PM
—
2 Thursday 12/11/2024 | 2BA2 0200 PM
SBA21EC104, 2B
SBA21EC107, SBA21EC109, 2BA21EC] 14 to
SBA21EC117, 5BA21EC119, HBA21EC121 04:00 PM
SBA21EC124, HBA21ECI25, 5BA21ECO77, :
HBA21EC003, HBA21EC004, HBA21EC007,
JBA21EC012, 2BA2 |FCO14, 2BA21ECO18, |
[ A 2BA21EC019, HBA21EC026. ]
o iy  15/11/2024 SBA21EC027, 2BA21EC029, 5BA21EC030, 0200 PM
SBA21EC033, 2BA21ECO3%, 2BA21EC036, |
SBA21EC039, 2BA21ECO42, JBA2 1ECO44 to
2BA21EC046, JBA21EC047, 2BA2IECOSL, |
JBA21ECO52, 2BA2IECOSS, 2BA21EC056. | 04:00 PM
| ilfiAEZII*Z‘C:OSEJ, JBA21EC061, 2BA21 EC062,
| | 28421 EC063, 2BA2 BC007, 2BA21ECO68,
"6111/‘ _ 2BA21EC070, IBA21ECO71.
: ;SBturdav 316/11/2024 2BA21ECO72, 2BA21ECO74, JBA21ECO76, T 12:15PM
| 2BA21 EC080, 2BA21EC] 18, 2BA21EC120 '
2BA21ECI23, OBA21EC126, 2BA21EC127 To
SBA2IEC128, 2BA21EC129, BA22EC404,
JBA22EC402, 2BA22EC400, 2BA22ECA01, 02:15 PM
BB JBA22EC406, 2BA22ECA03,
A BC400 2BA2IECAOT, 2BA22EC410,

f IBA22EC408, 2BA22EC41 1.
A NAAL ’
N I " .
Ao 28tz
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Indicates required question

What is the Internet of Things (loT)? *

O a) A system that connects all types of devices to the internet
O b) A technology that allows for remote control of home appliances
O ¢) A tool for managing computer networks

O d) A platform for online shopping

What is the main purpose of 1oT? *

(O a)To collect and analyze data from connected devices
O b) To control home appliances remotely
O ¢) To improve online shopping experiences

(O d) To create a virtual reality environment

. Which of the following is an example of an loT device? *

O a) A laptop computer
O b) A fitness tracker
O c) A television set

O d) A landline telephone

1 point




Wh 10T APPLICATIONS
ich wj
Wireless Communication protocol is commonly used in o devices?
O awii
O b Bluetooth
O onNre

O d) Infrared

What is a sensor in loT? * ‘

a) A device that converts physical of environmental parameters into digital signals

"/

b) A device that connects to the internet and sends data

¢) A device that provides a graphical user interface

d) A device that runs software programs

O O O O

What is a gateway in 1oT?” 1 point

a) A device that connects loT devices to the internet

Q)

b) A device that stores data collected by loT devices

)

¢) A device that analyzes data collected by loT devices

d) A device that provides a user interface for loT devices

O O

Which of the following is an example of an loT application in healthcare? * 1o

O a) Online shopping for medical supplies
O b) Remote patient monitoring
O ¢) Electronic medical record management

() d) Telemedicine consultations

ps://docs. le.
google.com/forms/d/e/1FAIpQLScCOupHpL 1HtzPCE-bgrzF ljJhydb-SrUu7noD_48MBiqQUyw/viewform 2/6




APPLICAT JONS

loT

hat
'S @ smart home in 1012 *

O a
) A home that is equipped with loT devices and systems
Q b) A home that is powered by renewable energy SOUTCes

Q ¢) A home that uses advanced security qystems

O

d) A home that is completely automated

Which of the following is an example of an loT application in agriculture?

a) Online crop sales platform
b) Farm management software
o) Weather forecasting app

~ oo .
< ¢ Smart irmigation system

What is edge computing inloT?* 1 point

a) A process of analyzing data at the source of generation, rather than sending itto a

centralized location

@)

b) A process of analyzing dataona remote server

¢) A process of storing data on a local device

O O.0

d) A process of transmitting data over a wired network

+#s://docs.google.com/ |
google.com/forms/d/e/1FAIPQLScCOupHp'-1 HtzPCE-har7FljJhy9b-Srl Ju7noD_48MBiqQUyw/viewform 36



joT APPI |CATIONS

hich

of the f )

o llowing is 5 disadvantage of 1077
q)

O b) Im
Proved decision-making and analytics

Incre
ase .
d efﬁmency and productivity

O C) Pri
) rivacy and security concerns

O d) Greater connectivity and collaboration

Which of the following is an example of an loT application in

transportation?

O a) Online ticket hooking system
Q b) GPS navigation system

O c) Traffic management software

O 9 Automotive diagnostic tool

oT application in retail? *

Which of the following is an example of an |

(O @) Online advertising platform

O b) Customer relationship management software

O c) Inventory management system

O d) Point of sale system

oogle.com/forms/
sd/e/1FAIpQLScCOupHpL1thPCE-bgrzFlthygb.srUu7n0D 48MBiqQUywiviewform

| [y/.m‘

1 point

4/6



O

O i
) Smart grig technology

a) Onlj
ne billi
€ billing and payment platform

C .
O ) Energy efficiency audit software

O d) Renewable energy generation system

| ;mm’

What i the role of cloud computing inloT? *

lected by loT devices

a) To store and process data col

)
&
Q b) To provide connectivity between |oT devices
N

Q oTo analyze data generated by loT devices

() d) Tomanagé and control loT devices

Untitled Question

O Option 1
Clear form

er created nor endorsed by Google. - Terms of Service - Privacy. Policy.

This content is neith
Does this form look suspicious? Report

Google Forms

5/6
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bl Basaveshwar Engineering College, Bagalkot ' ok
Department of Electronics and Communication Engineering
(Academic Year 2023-24) bt ‘

Course Project Details ‘ ’

Sub: Computer Networks Subject Code: 21UEC603C | | /| |

Div: A Staff Incharge: Dr. Ashok Sutagufidar |
. SLNo, . USN | Name of student | Project title I SRBE
H- \.1’\ . 2BA21ECO50 | Panakaj Biradar J‘ GLBP and Frame Relay Protocols SRR
2) | 2BA21ECOS4 Pooja P Patil Hotel Management Network r)osugn 7
3)  2BA21ECOSS ki

Pragati Pattanshetti 10T based Smart Garden using CISCO Parkét

tracer

%) 2BA21ECOS7 Fire Alarm System

Prajwal Desai

|
}
|
{
\

)  2BA21ECOSS Prajwal H. K. | Temperature sensor data Acqu}sutE)n’“ [
6)  2BA21ECO60 W Promod Hiremath Simulation od Distance Vector Rou-tlng‘ Kl
— ] Protocol
7)  2BA21EC0064 Pratiksha Dodamani Simulation of IPV4 and Enhance Gatew%y*g
: Routing Protocol
8)" 2BA21EC0065 Praveen Hatti Simulation of Domain System Protocol using
Cisco Packet Tracer
S)  2BA21ECO016 Anand Hiremani LCP and PAGP protocols using CISCO Packet
tracer
10) 2BA21EC017 A. M. Desai Hot standby Routing Protocol and NAT
protocol translation
11) 2BA21EC020 Arun Budni

Smart Hospital Environment
Open VPN and Wire Guard protocol
Smart Agriculture using Cisco Packet tracer
Configuration of DNS server and Client Link
Layer Discovery

Controlling windows based on CO 1 CO Level

Solar Powered IoT Devices usnng ing Cisco

12) 2BA21EC021
13) 2BA21EC022
14) 2BA21EC023

Arundati Bhavikatti
| Ashiwini Chouvan °
Avinash

15) 2BA21EC024
16)  2BA21EC025

) Basavaraj Kohalli
Basavaraj urf Koushik

-

e,  Packet Tracer RN
17)  2BA21EC029 Chandrashekar G. Simulation of ICMP protocol usmg s Cisco
’ ' Hadalagi | Packet Tracer

(.1 18) 2BA21EC031

Gagan Bhairamatti

Smart Day/Night using Cisco Packet Tracer

r 19) 2BA21EC032

| —

Ganga Patil

Thief Catcher using | loT system

I 20) 2BA21EC035

1)128A21EC037
f—”—"EZ) 2)| 2BA21EC038
23)| 2BA21EC040
) 24)}23A21Eco43

|| 25)] 2BA21EC045

Jyothi Alagodi

Karthik Kulkarni |

Kiran Muradi

Laxmi Nandlkolmath
Mohmad Rehan

 Pattankundi
Narayan N Malabasari

| loT based solar panel

Smart Garden using loT

H |
Hospital Managemnt System using Cisco
_Packet Tracer o
Simple Office Networklng

' Simulation of CDP and PAT protocol

Room Automation using Cnsco Packet Tracer




Ccampus Netw
art Home Automation u

avi Babu Halki

sing

i wbmied

— e

A
¥

(DI’. Ashok agunda

et e e

-
o

) -L

v S
ey ek

S

e
s et APRA A a3

PP RO

g



